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Effects of CW Interference on Phase-Locked Loop
Performance
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Abstract—This paper focuses on the modeling and analysis of
phase-locked loops in the presence of continuous wave (CW) inter-
ference such that the operating vulnerability to CW jamming and
interference can be accessed. The loop phase error is character-
ized, and the conditions under which the loop remains locked in fre-
quency to the desired carrier are presented. Analysis is conducted
for arbitrary offsets of carrier and interferer signal frequencies
relative to the quiescent voltage-controlled oscillator (VCO) fre-
quency. The results show that loop performance depends not only
on the frequency difference between the desired signal and inter-
ferer, but also on the frequency offset between the quiescent VCO
oscillation and desired carrier. The vulnerability of the loop to the
presence of interference increases if interferer and desired signal
spectral locations are in opposite sides of quiescent VCO frequency.

Index Terms—Interference, phase-locked loops, phase synchro-
nization.

I. INTRODUCTION

SYNCHRONIZATION of the local oscillator with the in-
coming carrier phase is fundamental to the demodulation

process in a coherent communications receiver. In many cir-
cumstances, carrier synchronization system performance is de-
graded by both additive noise and interference. Due to crowding
of the useful frequency spectrum, many systems are now being
affected by interference more than they were a few decades
ago. Interference signals may also be jamming signals from un-
friendly sources or spurious signals generated in local oscilla-
tors.

In coherent communications systems that use a sinusoidal
carrier and a phase-locked loop (PLL) to track the carrier
phase such as deep space network, interference effects have
proved to be important [1], [2]. Earth stations employed for
space exploration are often operated in an environment of
man-made electromagnetic radiation. Carrier synchronization
is fundamental to telemetry and range-doppler measurements
of DSN, and these are affected by interference [1]. So, inter-
ference effects are of importance for such systems because
they can severely degrade synchronization and overall system
performance.
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An area of application where tracking a sinusoidal signal in
the presence of interference is radar detection and tracking. For
example, monopulse angle tracking radars are widely used for
tracking airborne vehicles in which the receivers often use PLL’s
for coherent detection of the received signals [3]–[5]. In such
systems, additional targets within the mainlobe of the radar an-
tenna lead to additional sinusoidal signatures. Some systems op-
erate on the output of an ordinary bandpass filter that is used
instead of a PLL. In such systems, when there are multiple tar-
gets flying in close formation, the “temporal power centroid” of
the two targets, which can be neither of them, will be tracked
[3]. On the other hand, PLL trackers resolve and lock onto one
of the incoming signals. A drawback of using PLL’s is that the
system may “jump” to track the secondary target when sec-
ondary target signal level exceeds a certain threshold, or if the
secondary target signal frequency is very close to primary target
signal frequency [4], [5].

The majority of studies on performance of carrier synchro-
nization systems in the presence of interference assume the ab-
sence of noise affecting the system. If the signal-to-noise ratio
(SNR) is so high that the primary agent affecting the system
is the interferer, deterministic approach gives accurate results
about system behavior. Analytical studies of [2]–[5], [8], [11],
and [12] utilize harmonic balance method to analyze the dy-
namics of the phase error signal in the absence of noise. The
conditions under which the loop stays locked to the desired car-
rier are derived for the specific case of no initial detuning be-
tween the desired carrier and the quiescent voltage-controlled
oscillator (VCO) frequencies. Harmonic balance method will
also be utilized in this paper and will be explained in detail in
the next section. Another technique that has been utilized is the
computer simulation by implementing the loop equation in a
computer code and observing the phase error [6], [10].

A relatively small number of papers on synchronization
system performance in the presence of both noise and inter-
ferers have been published [13]–[18]. One technique that has
been used is the experimental observation of the system [13],
[14]. In [15], numerical techniques are utilized for performance
evaluation of second-order PLL in a noisy, specular plus
diffuse multipath environment, and the standard deviation of
the phase jitter is used as a criterion to yield performance
curves. Computer simulation analysis in the presence and noise
and interference are conducted in [16]. In [17] and [18], the
joint effects of interference and additive noise on the PLL
performance is analyzed with analytical methods. In [17],
phase-error probability density function (pdf), its moments,
and cycle slip statistics are evaluated for a first-order loop in
the face of a single continuous wave (CW) interferer when
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Fig. 1. PLL system block diagram.

there is no frequency offset between interferer and desired
signal frequencies. In [18], an analysis for the special case of
no frequency offset between the desired signal and quiescent
VCO frequency is conducted by employing a different method.

In Section II, the carrier synchronization system model and
the stochastic differential equation that governs the phase-error
process are given.

In Section III, previous studies are generalized to analyze ef-
fects of arbitrary initial detuning between the quiescent VCO
and desired signal frequencies. It is assumed that a single CW
interferer exposes the system and noise is absent. The analysis
with the assumption of absence of noise gives useful results for
high SNR conditions. Phase error is characterized while the loop
is locked to the desired signal, and the condition for the loop to
remain locked in frequency to desired signal is derived.

In Section IV, a model that manifests the time evolution of
the phase-error process in the presence of both additive noise
and interference is developed. This model facilitates an exten-
sion of the previously available results to the case of arbirary
frequency difference between the desired and interferer signals
and arbitrary initial detuning between the quiescent VCO and
desired signal frequencies. In the steady state, the phase-error
process is modeled as sum of a periodic component and a sta-
tionary random process. By using this model, a Fokker–Planck
analysis is conducted in order to obtain statistical insight into
loop performance.

II. CARRIER SYNCHRONIZATION SYSTEM MODEL

Consider the PLL system block diagram given in Fig. 1. The
system is exposed to an interference signal in addition to
desired signal and noise .

Let the desired carrier, interference, and the VCO output sig-
nals be represented as

(1)

(2)

(3)

Here, the desired carrier signal is assumed be of con-
stant amplitude and of constant frequency and phase off-
sets ( and ) relative to the quiescent VCO oscillation (fre-
quency ). Similarly, the interference signal is of constant am-
plitude of and is of constant frequency and phase offsets

and relative to the quiescent VCO frequency and phase.
The additive white Gaussian noise is assumed to be a sta-

tionary process with zero mean and two-sided spectral density
of height W/Hz.

With and as defined in (1)–(3), the equation

that governs the loop phase error can be
shown to satisfy [19]

(4)

with

(5)

Here, is the interference power to the signal power ratio,

is the open loop gain, and are
the frequency and phase offsets between the interferer and the
desired carrier, respectively, and is the loop filter charac-

terized in Heaviside operator notation ( is the Heav-
iside operator). For a first-order loop, the loop filter is identi-
fied by , for a perfect second-order loop

, and for an imperfect second-order loop
. The noise process in (4) is a sta-

tionary, white Gaussian noise zero mean and two-sided spectral
density of height W/Hz [19].

We now introduce a few parameters for later use. Let
and be the magnitude and phase

response characteristics of the loop filter , respectively.
The single-sided loop bandwidth obtained from linearized PLL
theory is given by for a first-order loop and

with and for
a second-order loop.

III. L OOPPERFORMANCE IN THEABSENCE OFADDITIVE NOISE

Our goal is to characterize the phase-error process which is
governed by (4), with . We will use approximations in
order to characterize the phase error in the region of interest of
the signal and system parameters.

The force term in (4) (with ) is periodic in time
due to presence of the CW interference. As a result, the phase
error in steady state is periodic, and it can be represented in a
cosine series. The nature of the phase trajectory and the number
of significant harmonics in the solution varies significantly de-
pending on the frequency offset between the interferer and the
desired carrier, , relative to the linearized loop bandwidth

. As a result, the analysis can be dissected into the following
three cases:

Case I: ;
Case II: ;
Case III: .

In most applications, Case I is of practical interest since typ-
ically the loop is designed to be narrow in order to track the
incoming carrier with minimum phase error. As will be done in
this paper, Cases I and II can be studied analytically. However,
analytical treatment of Case III is intractable, and numerical so-
lutions are necessary.
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A. Case I:

Using the constant and first harmonic terms in the cosine se-
ries representation of phase error leads to the following model
[2], [8], [9]:

(6)

The validity of this model is substantiated over a large range
of desired carrier, interference and loop parameters and is also
supported by experimental observation [9] and computer simu-
lations of the authors. For determining , one can insert (6)
into (4) and use the “harmonic balance method” to obtain
and . The method involves, as the name implies, equating
the relevant coefficients of each harmonic term of the left-hand
side (LHS) and the right-hand side (RHS). Efforts to incorporate
higher order harmonics in the harmonic balance method leads
to untractable sets of equations.

Application of the method with the model given in (6) leads
to

(7)

(8)

(9)

Here, is the detuning between the desired car-
rier and interference normalized by the loop gain, ,
and are Bessel functions of orders 0, 1, and 2, respectively.
From (9), one can get two solutions for as

(10)

where

(11)

Here, is defined in . The loop and system
parameters determine which solution ofwill be valid for sat-
isfying (7)–(9). For the range of parameters of interest (small

), it can be seen from (8) that is valid when and
is valid when (Note that for the loop filters consid-

ered ).
Inserting (10) into (8), using the identity

, and rearranging the resulting equa-
tion yields

(12)

Fig. 2. Comparison ofc obtained from analytical approximations [from (15)]
and by computer simulations for first-order loop (R = 0:2; 0:5; 1:0;1:5;  =

0:0).

Extracting from (8), inserting into (7), and rear-
ranging the equation leads to

(13)

1) Phase-Error Characteristics While the Loop Is
Locked: Exact and explicit simultaneous solution of
(10), (12), and (13) is impossible and it is necessary to
utilize some approximations to get and . Using

, and (accurate for
) in (12) yields

(14)

Utilizing the unperturbed value of in the ab-
sence of interference in (12) to yield an approximation for,
and using in (13) leads to

(15)

(16)

The value of can be obtained by using and obtained
from (15) and (16) in (10). Above results reduce to earlier results
for the special case of [9].

In Fig. 2, we have plotted versus for first-order
loop for , and . For , the simu-
lation results for small are missing The loop loses its
frequency lock to the desired carrier in this range. For a given
value of , as increases, increases. In the range

, the analytical approximations are close to sim-
ulation results. In the range , the analytical ap-
proximations are close to simulation results for small. As
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(a)

(b)

Fig. 3. Comparison of (a)c and (b) c obtained from analytical
approximations [from (16)], by numerical solution of (7)–(9) and by computer
simulations for first and perfect second-order loops (R = 1;  = 0:5, for
second-order loop,F = T =T = 0:025; r = 4).

gets larger, the analytical results start deviating from sim-
ulation results. This is due to two reasons. First, asgets
large, in the range gets so large that the as-
sumption of that leads to simplified expressions does
not hold. Second, the nature of the steady-state phase trajec-
tory is not satifactorily represented with the first harmonic in
the cosine series expansion of the phase error. This can be seen
through the following arguement. For , the analyt-
ical approximation results deviate from simulation results in
the range . We have in this range.
For and , is reached at larger
values of . However, the analytical approximation re-
sults are close to simulation results for on the curves
for and . Similarly for the case of ,
the analytical approximation results deviate from simulation re-
sults in the range . We have in this range.
From the curve , the analytical approximation is close
to simulation results for .

In Fig. 3, we present comparison of and obtained from
(15) and (16), obtained by numerical solution of (7)–(9) and
from computer simulations conducted by software implemen-

tation of the loop equation (4) (with ) as a function
of for . The results are given for first and per-
fect second-order loops. For readability of the curves, the re-
sults for imperfect second-order loop which are very close to
the curves of perfect loop are not given. Note that the accuracy
of (15) and (16) increases as decreases. Since decreases
with decreasing and with increasing , the accuracy of the
approximations improves as decreases and increases.

2) The Conditions for Losing Frequency Lock in the Absence
of Additive Noise: If the loop is locked in frequency to the
desired carrier, the average instantaneous frequency of the VCO
should equal the desired signal frequency and the phase-error
evolution is periodic. Thus, for anytime , the phase error
should satisfy the following relation:

(17)

If the loop is not locked in frequency to the desired carrier, the
average frequency of the VCO output differs from the frequency
of the desired carrier, thus, the phase error is no longer peri-
odic and it is not possible to satisfy (17). Thus, (17) gives a
frequency-lock criterion for the loop. Since (7) is obtained by
integration of (4) (with ) over the time interval of

with given in (6), it has the same meaning as (17)
in terms of loop and interference parameters. Then, in order to
obtain the conditions that ensure lock to the desired carrier, one
should find the conditions under which it is possible to establish
(7). Starting from (7) to (9), we had reached (15) and (16). Ex-
amination of (15) reveals that as is increased, increases. In
(16) (which is a rearranged form of (7) after the approximations
are introduced), if increases, the RHS increases or decreases
(depending on the sign of ) without bound. At a certain crit-
ical value of , the RHS exceeds one in magnitude and it is
no longer possible to solve (16). We denote this value ofas

and the value of that leads to as . Clearly,
if , (16) [thus (15)] and (7) can be established and
there is a stable lock point. On the other hand, ifis increased
beyond , a stable lock point does not exist and the loop
cannot stay locked in frequency to the desired signal. In order
to get and , we set to or accordingly
with the sign of . From (16), we get

(18)

If we also set in (14), it follows that
. Thus

(19)

These results reduce to earlier results of [2] and [9] for .
In order to display the vulnerability of the loop types con-

sidered so far, we display versus for first, per-
fect second-order, and imperfect second-order loops in Fig. 4
for and . The first-order loop is inferior to
second-order loops with respect to holding its frequency lock
to the desired carrier. For , the perfect and the imperfect
loops act similarly. It is observed that the performance of the
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Fig. 4. R versus�
=B for first, perfect, and imperfect second-order

Loops ( = 0:0; 0:5, for second-order loopsF = T =T = 0:025; r = 4).

perfect second-order loop is not affected by initial detuning in
the loop. This can also be seen by examination of (18) and (19)
by observing the presence of the loop filter pole at origin for a
perfect loop . However, imperfect second-order
loop and the first-order loop are highly vulnerable to initial de-
tuning. For example, for , the loop is more vulnerable to
CW effects for negative values of rather than positive values
of .

This leads to the following idea for improving PLL perfor-
mance against CW interference for first and imperfect second-
order loops. If difference is measured and a control signal
is applied to the VCO so that the quiescent frequency of the
VCO is the same as the desired carrier frequency, effectively

is set to zero, and the system will not suffer from the above
quoted effect when an interferer of arbitrary frequency is intro-
duced. Measurement of the difference between quiescent VCO
frequency and the desired carrier frequency may be conducted
by observing the dc level shift at the input of the VCO when
the desired carrier is introduced. The control of quiescent VCO
oscillation frequency can be performed by applying an offset
voltage at the VCO input.

In Fig. 5, a comparison of analytical results obtained from
(19) and computer simulation results for a first-order loop is
presented. Simulations are conducted by implementing the loop
equation in a digital computer and observing the phase-error tra-
jectory. It is shown that the results obtained through the approx-
imations give results that are close to simulation results for large

.
In Fig. 5, we see that in the range , the analytical

approximation for [as given by (19)] does not follow the
simulation results closely. The reasons for this are as follows.
First, as becomes smaller, as implied by approximate anal-
ysis, becomes larger. However, the main assumption we
used for reaching simplified analytical results was . Thus,
the approximations are no longer valid. Another reason that con-
tributes to the invalidity of the approximations for is
that (6) is no longer an accurate model for the phase-error signal,
and higher harmonic contents of are significant. As a re-
sult, the simple models given in (14) and (16) are not sufficient

Fig. 5. Comparison of analytical and simulation resultsR versus
�
=B for first, perfect, and imperfect second-order loops ( = 0:0;0:5, for
second-order loops,F = T =T = 0:025; r = 4).

to describe loop behavior for this case. Thus, for assuring the
validity of (19) over the range of under which the loop stays
locked in frequency to the desired signal, it should be assumed
that . This condition was used in [8] for the analysis
to be tractable.

B. Case II:

For analysis of the loop when , an alternative
method is required. In this case, the period of beatnotes of

, is much larger than the loop time constants, and
it is possible to analyze the PLL behavior with a completely
different method. The loop time constants are in the order of

. With the assumption, is much bigger than
the loop time constants, and the the loop can converge to a
steady-state regime while the time-varying force term in (4) re-
mains relatively constant. Then, one can use the instantaneous

value of as a constant for short-term analysis
of the loop. Note that due to mismatch between the desired car-
rier and the interfering frequency, is a function of time.

By using simple trigonometric identities, it is possible to write
(4) (with ) as

(20)

If the loop phase error converges to a stable lock point while
is constant, the LHS of (20) is zero and is a

constant. Let us denote the steady-state value of as
. From (20), we have

(21)
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(a)

(b)

Fig. 6. Simulation results for (a) the average' and (b) the
oscillation magnitude' of the phase error'(t) versus�
=B and
the approximation for�
 = 0. (R = 0:2;  = 0:5. For second-order loop,
F = T =T = 0:025; r = 4:0).

Here, is any integer and is defined in .
For imperfect second-order and first-order loops . For
a perfect second-order loop, , and the first term in
(21) vanishes (except for the case ofand , for which
the interference cancels the desired signal and loop operation is
not possible).

We are interested in seeing the extent to which characteriza-
tion of obtained by varying in continues to
hold when . We have conducted computer simula-
tions and measured the average and the magnitude of
the phase-error oscillations for various values of in the
interval . We define oscillation magnitude as
half of peak-to-peak variation of the phase error. In Fig. 6, we
plot the average and oscillation magnitude of the phase
error as a function of in the interval .
In this figure, the results obtained by finding the average and half
of peak-to-peak variation of from (21), with varying in

are given at . It is shown that the phase-error

characteristics (average value and peak-to-peak variations) do
not change in a drastic manner drastically as changes
in the interval .

The approximation given (21) can be used to access loop vul-
nerability to a CW interferer which is within the loop bandwidth.
We will give the condition under which the loop equation (20)
has a stable solution. This will give the conditions that quarantee
that the loop will continue to stay frequency locked as varies
in . It is possible to reach (21) only if

(22)

Since and the smallest value of the denominator in
(22) is (it is attained when ), in order for
(20) to have a stable solution for arbitrary , one should have

(23)

Equation (23) is actually a condition for the loop to hold its fre-
quency lock to the desired signal in the absence of noise. If (23)
is satisfied, there is a stable solution for (20), and, thus, there
is a stable operating point for the loop. If (23) is not satisfied,
(20) does not have a stable solution. For the case of ,
with the interference cancels the desired signal, signal
presence is lost, and the loop cannot track the desired signal.
For a perfect second-order loop, (23) is always satisfied, since

(except for , for which with , the
interference cancels the desired signal, and loop operation is not
possible). For imperfect second- and first-order loops, the range
of values with which there is a stable operating point can be
explicity written as (from (23) with )

(24)

(25)

IV. L OOP PERFORMANCE IN THE PRESENCE

OF ADDITIVE NOISE

In the presence of noise, the problem has to be dissected
with respect to relative magnitudes of and in the
same manner as was done in the analysis with the assumption
of absence of noise. For case I , we present
an analysis that uses suitable approximations to obtain the
Fokker–Planck equations that govern the phase-error statistics.
For the case of numerical solutions for the
time-independent Fokker–Planck equation corresponding to
(4) is necessary. In this paper, we do not attempt to present such
solutions. If , the period of the beatnote in (4) is
much larger than the loop time constants. Similar to the idea of
the analysis we conducted in the absence of interference, one
may conduct a short-term analysis of the loop while assuming
that the the interferer is at the same frequency with the desired
signal and phase of the interferer is constant. In [17], statistics
for the phase-error process for this case has been derived. When
the interferer is not exactly of same frequency, as a worst-case
analysis, performance parameters of interest can be obtained
through averaging over the phase of the interfering signal.
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Fig. 7. ~z(t) and'(t) for a typical operation scenario for a first-order PLL
( = 0:5; D = 4; R = 1;K = 1; S = 1, andSNR = � = 30 dB).

A. Approximate Model Development for Phase-Error
Evolution

We develop an approximate model for the evolution of the
phase-error process by utilizing a technique which is similar
to the Krylov–Boguliubov method for analysis of underdamped
sinusoidal oscillators [20], [21].

In the absence of noise, when the phase error
was satisfactorily modeled to be of the form given in (6). We
assume the following form for the evolution of the phase-error
process:

(26)

Here, is a random process whose statistics will be deter-
mined through the following analysis. The second term in (26)
is a periodic sinusoidal term whose parameters are determined
by the earlier analysis in absence of noise of this paper. In the
absence of noise, . In the presence of noise we assume

that is slowly varying relative to . As an il-
lustration, in Fig. 7, we give trajectories of and of (26)
for a first-order loop for a specific choice of loop and signal pa-
rameters.

Differentiating (26) with respect to time and inserting
from (4), we get the stochastic differential equation for time
evolution of

(27)

With the second term on the RHS of (26), we characterize the
deterministic time variations of . For the parameter range of
interest, we assume that the periodic variations of caused
by the periodic forcing due to presence of interference is negli-
gible. In (27), the force terms are periodic with on the RHS,

and one can use the average these terms of (27) overto get
the dynamic behavior of . This has the same meaning as ap-
proximating the first and second terms inside the brackets and
the last term on the RHS of (27) by their average values. The
resulting equation of evolution can be obtained in a straightfor-
ward manner as

(28)

Equation (28) is a stochastic differential equation with time-
independent coefficients. Thus, it can be analyzed by standard
Fokker–Planck techniques.

We will call the time-averaged phase-error process
since its dynamics is described by the stochastic differential
equation whose force term is obtained by averaging the time-
varying force term of the the stochastic differential equation de-
scribing the phase-error process . It should be noted that

is of unbounded variance as time increases. The phase error
disperses along the “” axis as time increases, and its variance
becomes infinite. As is customary in analysis of phase tracking
systems in the presence of noise whose equation of operation is a
stochastic differential equation of the form (28), we shall work
with modulo- reduced version of which we call .
Thus, in what follows, the Fokker–Planck equation describing
the statistics of will be solved with periodic boundary
conditions in “ ”. Let

(29)

From (29), the instantaneous pdf of conditioned on
and is

(30)

where is the pdf of conditioned on . Note
that the statistics of does not depend on [see (28)]. For

, we use the subscript “” contary to the notation in
the rest of the paper to signify that the density considered is that
of the variable “ ”. In the steady state, the mean of condi-

tioned on and can be written as

(31)

where overbar denotes statistical expectation over noise and
is the mean of . Note that is inde-

pendent of time. Using (29), the conditional mean square value
of the phase-error process can be calculated as

(32)

From (31) and (32), it follows that variance of the phase error is
, where is the vari-

ance of .
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B. PDF of the Time-AveragedPhase-Error Process

Equation (28) can be writen in the following form:

(33)

where

(34)

(35)

(36)

Equations of the type (33) has been studied extensively in [19].
In particular, (28) represents the equation of operation of a
second-order tracking loop with phase detector characteristics

.
Results of [19] can be utilized to yield the steady-state pdf

of the modulo- reduced process for the second-
order loop

(37)

where

(38)

(39)

(40)

(41)

(42)

Here, is the Bessel function of imaginary order .
The pdf for a first-order loop is given by (37) with
parameter definitions , where and

. In the absence of interference, the pdf for a first-order
loop is given by (37) with , and

. Here, we introduced the parameterto denote
the value of in the absence of interference.

From (33), by comparison with the pdf in the absence of in-
terferer , one can recognize the fact
that the effect of the interfering tone is to introduce a bias,to

, and modify the effective input signal level to the loop by
a factor of .

In Fig. 8, for several interference scenarios for first
and second-order loops are given. For being able to present nu-
merical results, it is necessary to assume particular approxima-
tions to , and . In the figures in the rest of this study, we

(a)

(b)

Fig. 8. Steady-state pdf of time-averaged phase-error processz(t) for various
interference scenarios for (a) first-order and (b) second-order loops. For
first-order loop,� = 4;  = 0:5, for second-order loop,F = 0:002; r = 4;
� = 4;  = 0:2.

employ (10), (15), and (16) for approximation of , and .

In both figures, we choose the SNR in the loop bandwith to

be 6 dB. In terms of loop parameters, we have .
For a first-order loop, .

In Fig. 9, obtained through (37) and by computer
experiments for a first-order loop for two different interference
scenarios are compared. The computer simulations are con-
ducted by direct implementation of (4) on a digital computer.
The phase-error trajectories that are obtained by running the
codes several times are used to extract the parameters of the
model given in (26). It is shown that (26) is a suitable model
for the phase error. It should be noted that the approximate
solutions given in (10), (15), and (16) are most accurate for

. For is not much smaller than unity and
the approximation for does not exactly follow the
simulation results. A more detailed account of the simulation
procedure and extensive results pertaining to comparison of
analytical and simulation results can be found in [16].

In Fig. 10, the mean of the time-averaged phase-
error process as a function of interference to desired carrier mag-
nitude ratio is depicted for several values of for first
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Fig. 9. Comparison of analytical results with computer simulations for
first-order loop.(� = 4;  = 0:5).

(a)

(b)

Fig. 10. Mean�(z;�
) versusR for various values of�
=B for (a)
first-order loop and (b) second-order loop. For first-order loop,� = 4;  = 0:5,
and for second-order loop,F = 0:002; r = 4; � = 4;  = 0:2.

and second-order loops. Similarly, plots for standard deviation
for first and second-order loops are given in Fig. 11.

Fig. 11. Standard deviation�(z;�
) versusR for various values of
�
=B for (a) first-order loop and (b) second-order loop. For first-order loop,
� = 4;  = 0:5, and for second-order loop,F = 0:002; r = 4; � = 4;  =
0:2.

In the figures, some portions of the graphs may seem to be
incomplete. The noiseless analysis of the loop reveals that at
these portions the frequency lock to the desired carrier is lost.

C. Statistical Dynamics of the Time-AveragedPhase-Error
Rate in a First-Order Loop

From (28), since is a zero-mean noise process and
and , we can formally write the

mean rate for as ([19])

(43)

Here, overbar denotes statistical expectation. Note that
where and are the average number of

cycle slips in the positive and negative “” directions per time
unit.

By using standard techniques [19] from (37) and (43), it is
straightforward to show that

(44)
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Here, . For any given “ ,” the ratio of
positive and negative cycles slip rates is given by [19]

(45)

From (45) and (44), the individual slip rates in the positive and
negative directions can be determined as

(46)

Then, the total number of cycle slips in the positive and negative
directions per unit time is

(47)

D. Statistical Dynamics of the Phase-Error Rate in a
First-Order Loop

For given and , from (29)

(48)

Thus, in the steady state, is a periodic function of time.
We will further average over any interval of , the
period of the beatnote of the nonstationary phase-error process
to yield thetime-averaged mean phase-error rate

(49)

The usage of time-averaged phase-error process for character-
izing cycle slip behavior can easily be substantiated as follows.
The basic assumption in deriving the model in (26) was that
the time constants of the loop are larger compared to .
During typical operation of the loop, the expected time intervals
between two consecutive cycle slips are much greater than the
smallest the loop time constants. Thus, with respect to cycle slip
behavior, the averaging formulated in (49) will not lead to any
loss in performance evaluation.

It is immediately seen from (49) and (48) that . Thus,
the time-averaged mean phase-error rate is equal to the mean
rate of time-averaged phase-error process. Hence, the dynamic
behavior of can be studied by studying the dynamic be-
havior of . The implication of this argument is that the net
number of cycle slips of is given by (44). Also, the results
given in (45)–(47) apply directly in describing the cycle slip be-
havior of . Thus, we have and where

and are the cycle slip rates.
Dynamic behavior of is embedded in in a time-aver-

aged fashion. Thus, the above result is hardly surprising. In fact,
if one examines the model of the evolution of the phase-error
process given in (26), term is just an
additional oscillatory term. Thus, the above result was already
implied by (26).

Fig. 12. Increase factorE versusR for various values of�
=B for
first-order loop(� = 4;  = 0:5).

In the absence of interference, we name the cycle slip rates in
positive and negative directions and the sum of cycle slip rates in
positive and negative directions as and . The effect
of introduction of interference on the cycle slip rates can then
be examined by the ratios

(50)

Here, we made use of the fact that and in
the absence of interference. The term “” denotes the increase
factor in the slip rates by the introduction of the interference. In
Fig. 12, this increase factor for various interference scenarios is
presented.

V. CONCLUSION

The vulnerability of PLL’s to CW interference is analytically
characterized under suitable approximations. Previous studies
are generalized to simultaneously take arbitrary initial fre-
quency detuning between the desired signal and the quiescent
VCO frequencies and arbitrary interferer frequencies into
account. An approximate model for phase-error evolution in
the presence of interference and additive noise is introduced,
and its validity is verified with computer simulations.

The initial detuning between the desired carrier and the qui-
escent VCO frequencies has been found to be imperative on
PLL performance in the presence of CW interference if the
loop filter does not have a pole at origin. If there is initial de-
tuning, first-order and imperfect second-order PLL performance
depends on the frequency difference between the desired carrier
and interference signals, not only in absolute value but also in
sign.
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